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Figure 1. We propose DNF-Avatar, which distills an implicit ray-tracing-based relightable avatar model into a Gaussian-splatting-based
representation for real-time rendering and relighting. Our method achieves relighting results that are comparable to the teacher model
while being 370 times faster at inference time, achieving a 67 FPS rendering speed under unseen environment lighting and unseen poses.

Abstract

Creating relightable and animatable human avatars from
monocular videos is a rising research topic with a range of
applications, e.g. virtual reality, sports, and video games.
Previous works utilize neural fields together with physically
based rendering (PBR), to estimate geometry and disen-
tangle appearance properties of human avatars. However,
one drawback of these methods is the slow rendering speed
due to the expensive Monte Carlo ray tracing. To tackle
this problem, we proposed to distill the knowledge from im-
plicit neural fields (teacher) to explicit 2D Gaussian splat-
ting (student) representation to take advantage of the fast
rasterization property of Gaussian splatting. To avoid ray-
tracing, we employ the split-sum approximation for PBR
appearance. We also propose novel part-wise ambient oc-
clusion probes for shadow computation. Shadow prediction
is achieved by querying these probes only once per pixel,
which paves the way for real-time relighting of avatars.
These techniques combined give high-quality relighting re-
sults with realistic shadow effects. Our experiments demon-
strate that the proposed student model achieves compara-
ble or even better relighting results with our teacher model
while being 370 times faster at inference time, achieving a
67 FPS rendering speed.

1. Introduction

Reconstructing animatable human avatars with relightable
appearance is an emerging research topic in computer vi-
sion and computer graphics. It has a wide range of appli-
cations, such as virtual reality, sports, and video games.
Traditional methods [11, 14, 18, 22, 33, 52, 54] for creat-
ing human avatars require dense multi-view capturing sys-
tems, which are expensive and not scalable. To enable a
relightable appearance, controlled lighting conditions are
also required, which further complicates the capturing pro-
cess [10, 13, 24, 56, 62]. Overall, these traditional methods
are inaccessible to the general public due to their high cost
and complexity.

In recent years, researchers have proposed methods to
create animatable human avatars using neural fields [43, 50]
along with human body prior models [42]. The robustness
of neural fields allows for the estimation of geometry and
appearance properties from monocular videos. However,
one drawback of these methods is the slow rendering speed
due to the underlying neural radiance fields (NeRF [44])
representation and the use of physically based rendering
(PBR). To achieve PBR, existing methods employ Monte
Carlo ray tracing, which is accurate but usually requires
tracing a large number of secondary rays to attain high-
quality PBR results, whereas a typical NeRF model only
requires tracing a single primary ray to render a pixel. Thus,
even with various acceleration techniques for NeRF, the
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rendering of state-of-the-art relightable human avatars is
still inefficient, taking several seconds to render a single
frame [9, 38, 67, 70].

With the advent of 3D Gaussian splatting (3DGS [30]
and follow-up 2DGS [21]), a bunch of works has shown
that Gaussian splatting can achieve real-time rendering of
human avatars when combined with human body prior mod-
els [20, 25, 31, 32, 36, 40, 45, 49, 53, 73, 81]. However, the
majority of these works focus on the novel-view synthesis
task and do not consider the relightable appearance.

There are two major challenges in extending Gaussian
splatting to relightable human avatars: (1) The vanilla
3DGS does not produce high-quality geometric details
compared to NeRF-based methods [48, 66, 72], which is
crucial for relighting. (2) Monte Carlo estimation of PBR
incurs a significant computational overhead, which nullifies
the advantage of real-time rendering from Gaussian splat-
ting techniques. Recent methods [38, 80] avoid expensive
ray-tracing by using efficient pre-trained/cached visibility
models. However, they still require querying the visibility
models multiple times per pixel, preventing real-time per-
formance.

To address the first challenge, we use the recently pro-
posed 2D Gaussian splatting (2DGS [21]) representation,
which can achieve improved geometry reconstruction com-
pared to vanilla 3DGS. We note that Gaussian-splatting-
based methods are less robust than NeRF-based methods
during training, especially when the number of input views
is limited. We thus propose to distill the normal prediction
from a pre-trained neural-field-based teacher model [67]
to an explicit 2DGS-based student model to achieve high-
quality geometry reconstruction. To address the second
challenge, we use a split-sum approximation for the spec-
ular appearance. We also introduce novel part-wise am-
bient occlusion probes to enable efficient shadow compu-
tation of articulated bodies; it achieves shadow prediction
with a single query to the probes, which is crucial for our
final real-time rendering performance. Lastly, the split-sum
approximation is less physically plausible compared to ray-
tracing-based PBR; thus, we utilize the ray-tracing-based
teacher model [67] to further regularize the student model’s
material prediction during training. These techniques com-
bined allow us to achieve high-quality relighting results
with realistic shadow effects, while circumventing the time-
consuming ray tracing in PBR, thereby enabling real-time
relighting (67 FPS) under arbitrary novel poses.

In summary, our contributions are:
• A novel framework that creates animatable and re-

lightable avatars for real-time rendering based on an
approximated PBR pipeline.

• Knowledge distillation strategy between implicit neu-
ral field and explicit 2DGS representation for human
avatar reconstruction.

• Novel precomputed part-wise ambient occlusion
probes that lead to fast and high-fidelity shadow mod-
eling.

2. Related Work

2.1. Radiance Field Representations
Since the emergence of Neural Radiance Fields
(NeRF) [44], many follow-up works have been pro-
posed to improve different aspects of NeRF. [66, 72]
and [48] have proposed to use the signed distance field and
occupancy field, respectively, to replace the density field
used in the vanilla NeRF. This achieves improved geometry
reconstruction quality. Another line of works have focused
on accelerating the training and inference speed of NeRF,
they combine NeRF with various accelerating data struc-
tures, including hash grid [46], tri-planes [4], voxels [1, 59],
and tensor-decomposition [5] to achieve fast training and
inference of NeRFs. Last but not least, [28, 78, 79] pro-
posed to use neural fields to represent intrinsic properties,
such as albedo and roughness, to enable scene relighting.

Contrary to NeRF representations that use implicit neu-
ral fields to predict properties of arbitrary points in 3D
space, point-based explicit representations [55, 69, 76] in-
stead store rendering-related properties in point-based prim-
itives. This kind of representation enables fast rasteriza-
tion [57] and is efficient and flexible to represent intri-
cate structures. Notably, 3DGS [30] leverage 3D Gaus-
sian as primitives to represent radiance field, achieving
state-of-the-art rendering quality with real-time inference
speed. 2DGS [21] further enhanced 3DGS by replacing
3D Gaussians with 2D Gaussians to enable multi-view con-
sistent rendering of Gaussian primitives, thus achieving
high-quality geometry reconstruction. However, compared
to neural field representations which is robust even under
sparse input views, the explicit point-based representation
often requires dense input views with good initialization
and regularization to achieve high-quality results.

2.2. Knowledge Distillation
Knowledge distillation [19] is a model compression and ac-
celeration approach that can effectively improve the perfor-
mance of student models with the guidance of teacher mod-
els as regularizers. The concept of knowledge distillation
is well-established and has been applied to many different
tasks [12, 16, 64, 71]. As for distilling neural fields, [61, 65]
proposed to distill knowledge from a per-scene optimized
NeRF-based model to a feed-forward model, which can
generalize to unseen data. Similar to knowledge distilla-
tion, [6, 47, 74] proposed to leverage both the robustness of
implicit neural field and efficiency of 3DGS by training two
representations jointly. However, these prior works mainly
focus on static scenes. To the best of our knowledge, we are
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the first method to distill the knowledge between the dif-
ferent 3D representations of human avatars with physically
based rendering to achieve real-time rendering and relight-
ing under novel poses and novel lighting.

2.3. Relightable Avatar

Typical approaches for human avatar relighting often recon-
struct the intrinsic properties of humans via a multi-view
capture system with controlled lighting [3, 10, 13, 18, 24,
56, 62, 77]. In the absence of multi-view data and known
illumination, R4D [9] jointly recovers the geometry, mate-
rial properties, and lighting using a NeRF-based represen-
tation [51, 78]. However, R4D conditions the NeRF rep-
resentation on observation space encoding, making it hard
to generalize to novel poses. RANA [23] train a mesh rep-
resentation for multiple subjects with ground truth physi-
cal properties. Sun et al. [60] computes the shading color
via spherical Gaussian approximations. However, those two
methods do not model the visibility, leading to the lack of
shadowing effects.

RA-X [70] leverages sphere tracing for rendering and
uses Distance Field Soft Shadow to calculate soft visibil-
ity. RA-L [38] proposed an invertible deformation field
for more accurate geometry reconstruction and a part-wise
visibility MLP to model the shadowing effects. IA [67]
leverages volumetric scattering and implements a fast sec-
ondary ray tracing to model the visibility. The abovemen-
tioned works achieve a high-quality estimation of intrinsic
properties of human avatars. However, they still use neu-
ral fields to represent human avatars and employ explicit
Monte Carlo integration for PBR. Eventually, this results in
slow rendering speed, e.g. several seconds per image.

Most recently, Li et al. [35] employ 3DGS-based ray-
tracing [15] to simulate Monte Carlo integration for avatars.
MeshAvatar [8] uses a mesh representation [58] that is
amenable to efficient Monte Carlo ray-tracing. Those two
methods require dense viewpoints for training. [75] adopts
both mesh and 3DGS as human representation and raster-
izes the mesh from all possible lighting directions to model
the visibility. GS-IA [80] employs 2DGS for human repre-
sentation and calculates the ambient occlusion by sampling
hundreds of rays during rendering. However, none of the
concurrent work achieves real-time rendering. To be spe-
cific, [35] takes several seconds to render one image, while
[8, 75, 80] achieve an interactive frame rate (5-10 FPS) us-
ing either cached occlusion probes or rasterization-based
shadow map computation. In contrast, we achieve real-time
(67 FPS) avatar relighting, thanks to our efficient ambient
occlusion probes which require only a single query to com-
pute shadows.

3. Method

In this section, we first introduce our teacher model, which
is based on IntrinsicAvatar [67]. It employs Monte Carlo
ray tracing and thus does not achieve real-time perfor-
mance. To enable real-time relighting, we propose a student
model, which is represented as an articulated 2DGS [21]
model. We extend the appearance model of 2DGS with an
approximated PBR model and propose a novel part-wise
ambient occlusion model which enables real-time render-
ing. The framework is described in Fig. 2

3.1. Teacher Model

Implicit Avatar Representation: Our teacher model rep-
resents geometry and appearance of humans in canonical
neural fields. The geometry of the avatar is modeled as a
neural signed-distance field (SDF). We use VolSDF [72] to
convert SDF into volume density for volumetric rendering.
Other appearance properties, such as roughness, metallic,
and albedo, are represented using a separate neural field.
More specifically, the implicit representation can be formu-
lated as follows:

{SDF t, rt,mt,at} = f t
{sdf,r,m,a}(xc), (1)

where the superscript t denotes teacher, and f t(·) consists
of a geometry field (for SDF t) and an appearance field (for
rt,mt,at), represented as two individual iNGPs [46]. Each
field takes the query point xc in canonical space as input and
predicts the signed distance SDF t, roughness rt, metallic
mt, or albedo at at that point.

In order to transform points from the observation space
into the canonical space, the teacher model follows a stan-
dard skeletal-deformation-based on SMPL [41] via inverse
linear-blend skinning (LBS−1):

xo = LBS(xc,θ) =

nb∑
i=1

wi(xc) Bi(θ)xc, (2)

xc = LBS−1(xo,θ), (3)

where {Bi} are the bone transformations derived from the
pose parameter θ, w are the skinning weights. xo, xc are
points in the observation and canonical space, respectively.
We use Fast-SNARF [7] for the inverse LBS.

Ray-tracing-based PBR: Our teacher model tackles the
physically based rendering process as a volume scattering
problem. In this case, the ray visibility is modeled as trans-
mittance T (·, ·). Formally, the standard equation for accu-
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Figure 2. Method overview. Given a monocular video, we first train an implicit teacher model (Sec. 3.1) via ray-tracing-based PBR to
decompose the intrinsic properties, including geometry, albedo, roughness, and metallic. Then, a point-based (2DGS [21]) explicit student
model (Sec. 3.2) is optimized under the guidance of the teacher model. In order to avoid the time-consuming ray-tracing-based PBR, we
adopt an approximated PBR with part-wise occlusion probes to compute the shading color and model the shadowing effects. We regularize
the student model by distilling (Sec. 3.3) the implicit property fields from our teacher model.

mulated in-scattered radiance is as follows:

It(r) =

∫ tf

tn

T (r(tn), r(t))σs(r(t))Ls(r(t),ωo)dt

Ls(x,ωo) =

∫
S2

T
(
x,x+ t′fωi

)
fp(x,ωo,ωi)L

t
e(ωi)dωi

T (x,y) = exp

(
−
∫ ∥y−x∥

0

σt(x+
y − x

∥y − x∥
t)dt

)
,

(4)

where r(t) = o − ωot denotes the camera ray. o,ωo,ωi

represent the camera center, outgoing light direction (sur-
face to camera), and incoming light direction (surface to
light), respectively. (tn, tf ) defines the near/far point for
the primary ray integral. t′f is the far point for the sec-
ondary ray integral. Lt

e denotes a learnable environment
map. fp, σs, σt are phase function, scattering coefficient,
and attenuation coefficient, which are parameterized by the
implicit intrinsic properties rt,mt,at. The overall volume
scattering process requires sampling and evaluating hun-
dreds of points and secondary rays to render one pixel It(r),
which is quite time-consuming. In this work, we distill
the knowledge from this implicit, ray-tracing-based teacher
model to an explicit student model with an approximated
PBR to achieve real-time rendering at inference time, while
preserving the high-fidelity rendering results.

3.2. Student Model
Explicit Avatar Representation: We extend the
2DGS [21] representation by adding the intrinsic attribute
to each Gaussian primitives Pi:

{Pi} =
{(

µs
c,i,q

s
c,i, s

s
i , o

s
i , c

s
i ,a

s
i , r

s
i ,m

s
i

)
|i ∈ [0, N)

}
,

(5)

where the superscript s represents student, and
µs

c,q
s
c, s

s, os, cs,as, rs,ms denote mean, quaternion
rotation, scale, opacity, radiance, albedo, roughness, and
metallic, respectively. The normal of a 2DGS is defined by
the last column of its rotation matrix, i.e. ns

c = R(qs
c):,3.

Similar to our teacher model, we define our 2DGS in canon-
ical space. We apply forward LBS to obtain Gaussians in
observation space:

µs
o = LBS(µs

c,θ), (6)
R(qs

o) = LBS(R(qs
c),θ), (7)

where both the mean µs
c and rotation qs

c are transformed
from the canonical space to the observation space µs

o, qs
o.

After transforming Gaussian primitives to the observation
space, we use split-sum approximation to compute the shad-
ing color for each Gaussian primitive.
Approximated PBR: The exact PBR color of a Gaussian
is the integral of the multiplication of the BRDF fr, incident
radiance Li, visibility V , and foreshortening term n·ωi over
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the hemisphere defined by the normal n of the Gaussian:

cgs(P,ωo) =

∫
Ω

fr (ωi,ωo)Li (ωi)V (µ,ωi)n · ωidωi

≈ AO(µ,n)

∫
Ω

fr (ωi,ωo)Li (ωi)n · ωidωi

= AO(µ,n)

Ld (n)︸ ︷︷ ︸
Diffuse

+Ls (n,ωi,ωo)︸ ︷︷ ︸
Specular

 (8)

where we adopt Cook-Torrance BRDF so that the equation
is separated into a diffuse Ld and a specular Ls part. Note
that we approximate the visibility by leveraging an Ambient
Occlusion (AO) term:

AO(µ,n) =
1

π

∫
Ω

V (µ,ωi)n · ωidωi. (9)

We precompute the part-wise ambient occlusion and store
it in the occlusion probe grid to avoid time-consuming ray
tracing during rendering. The details are introduced in the
last part of this section.

The diffuse part Ld and the specular part Ls are formu-
lated below:

Ld (n) =
(1−m)a

π

∫
Ω

Li (ωi)n · ωidωi (10)

Ls (n,ωi,ωo) =

∫
Ω

fs (n,ωi,ωo)Li (ωi)n · ωidωi

≈
∫
Ω

Li (ωi)n · ωidωi︸ ︷︷ ︸
Pre-filtered environment mipmap

·
∫
Ω

fs (n,ωi,ωo)n · ωidωi︸ ︷︷ ︸
Pre-computed BRDF

(11)

We adopt the split-sum approximation [29] for the spec-
ular part, resulting in two separate integrals. All three in-
tegrals from diffuse and specular parts can be precomputed
and stored in look-up tables. Also, the specular BRDF takes
the intrinsic properties {n,a, r,m} from each Gaussian into
account:

fs =
D(n,h; r)F (ωo,h;a,m)G (n,ωi,ωo; r)

(n · ωi) (n · ωo)
, (12)

where D, F , and G denote microfacet normal distribution
function, Fresnel term, and geometry term, respectively.

Finally, we follow the rasterization process of 2DGS to
render the image Is based on the per-Gaussian PBR color
cgs we calculated from Eq. (8):

Is(r, cgs) =
∑
i=1

cgsi oiĜi(u(r))

i−1∏
j=1

(
1− oj Ĝj(u(r))

)
,

(13)

where r is the camera ray, u(·) returns the uv coordinate
of the intersection point between the camera ray and the
Gaussian primitives. Ĝ(·) is a bounded 2D Gaussian den-
sity function.
Part-wise Occlusion Probe: Inspired by GS-IR [37],
we leverage spherical harmonics (SH) coefficients to store
occlusion information. Different from [37], where binary
occlusion cubemaps are directly converted into SH, we
convert the pre-convolved ambient occlusion to SH. Pre-
convolved ambient occlusion is much smoother compared
to binary occlusion maps, and thus can be better captured
by SH which represents low-frequency signals better. It
also allows us to compute shadows for a pixel with a single
query, which is crucial for real-time rendering. Formally,
we first generate a 3D grid in canonical space for each body
part. Then, we compute and store SH coefficients on each
grid point. For each body part p, the SH coefficient fp

lm(µ)
at point µ is calculated as follows:

fp
lm(µ) =

∫
S2

AOp (µ,ω)Y m
l (ω)dω, (14)

where {Y m
l } denotes the basis of SH, and AOp (µ,ω) is the

ambient occlusion for body part p, which is obtained by ras-
terizing six times at point µ to form a occlusion cubemap,
then convolve it with the clamped cosine lobe via Eq. (9).
After converting the ambient occlusion to SH, it can be re-
covered during rendering:

ÂO
p
(µ,ω) =

deg∑
l=0

l∑
m=−l

fp
lm(µ)Y m

l (ω), (15)

where deg is the degree of SH. To model the shadowing ef-
fect caused by body articulation, we transform the point µo

and the normal no from the Gaussian primitive in observa-
tion space to the canonical space of each body part. Then,
we query the ÂO

p
for each part and multiply them together

to get the final ambient occlusion:

ÂO(µo,no) =

Np∏
p=1

ÂO
p
(Bp(θ)

−1µo,Bp(θ)
−1
1:3,1:3no),

(16)

where Bp(θ) denotes the bone transformation of part p
given body pose θ.

3.3. Objectives
Point-based Distillation Loss: We distill the knowl-
edge from our teacher model to each Gaussian primitive by
querying the corresponding neural fields for different intrin-
sic properties:

Lp
distill =

1

N

N∑
i=1

l∗
(
fadapt(∗si ), f t

∗
(
µs

c,i

))
, (17)
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where ∗ denotes {r,m,a,nc}. Notice that we adopt L1
loss for lr, lm, la and cosine similarity loss for ln. Also,
we calculate the gradient of SDF as the normal field, i.e.
fn = ∇fsdf . We introduce an adapt layer fadapt, which
contains a learnable scale and bias to cope with the mis-
alignment between ray-tracing PBR (teacher) and split-sum
PBR (student). Besides, we regularize the 2D primitives to
align with the zero-level set of the teacher’s SDF:

Lsdf
distill =

1

N

N∑
i=1

∥∥f t
sdf

(
µs

c,i

)∥∥
2
, (18)

Image-based Distillation Loss: We also introduce an
image-based distillation loss to regularize the predicted in-
trinsic properties of the student model in image space. The
teacher model renders properties by replacing the radiance
with the corresponding properties in the volume rendering
equation:

It(r, ∗) =
∫ tf

tn

T (r(tn), r(t))σt(r(t))f
t
∗(LBS−1(r(t)))dt

(19)

Similarly, we replace the cgs in Eq. (13) to render intrinsic
properties for the student model. The image-based distilla-
tion loss is calculated as follows:

Li
distill =

1

|R|
∑
r∈R

l∗
(
It(r, ∗), fadapt(Is(r, ∗))

)
, (20)

where R denotes the set of the camera ray of the image.
Rendering Loss: We supervise our student model with
ground truth images:

Lr = Lrgb

(
Is(R, cgs), Igtrgb

)
+ Lmask

(
Is(R, 1), Igtmask

)
,

(21)

where Igtrgb and Igtmask denotes ground truth images and
masks separately. Lrgb consists of L1 and LPIPS loss, and
Lmask is L1 loss.
Distillation Avatar: In addition to the ground truth train-
ing image, we also sample some poses from AIST[34] and
RANA[23] datasets to allow the teacher model to render
additional pseudo ground truth images as distillation avatar
for the student to learn. This is crucial for the implicit
teacher model to distill the inductive bias, e.g. the density
of Gaussian primitives around joints, the interpolation abil-
ity of MLP, to the explicit student model to help the student
generalize well to out-of-distribution poses during anima-
tion.
Regularization Loss: We regularize the intrinsic proper-
ties {r,m,a} via a bilateral smoothness term [15]. Besides,
we also incorporate the depth distortion and normal consis-
tency loss from 2DGS, an anisotropy regularizer from Phys-
Gaussian [68], as well as a normal orientation loss. The

final loss is a linear combination of the losses with the cor-
responding weights. See Supp. Mat for more details.

4. Experiments
4.1. Datasets and Metrics
RANA Dataset [23]: We use this synthetic dataset to quan-
titatively and qualitatively assess the reconstructed avatar
under novel poses and novel illumination conditions. Fol-
lowing the same setting of IntrinsicAvatar [67], we select
8 subjects from the RANA dataset. The dataset provides
ground truth albedo, normal, and relighted images for eval-
uation. We adhere to Protocol A, where the training set con-
tains subjects in an A-pose, rotating in front of the camera
under unknown illumination. The test set consists of images
of the same subjects in random poses under novel illumina-
tion.
PeopleSnapshot Dataset [2]: This dataset is a real-world
dataset, which consists of subjects consistently holding A-
pose while rotating in front of the camera under natural illu-
mination. Following [67], we use refined pose estimations
from [26]. This dataset is used only for qualitative evalua-
tion.
Metrics: Relighting quality and albedo are measured via
PSNR, SSIM, and LPIPS. We assess geometry using Nor-
mal Error (degree). We report the frame rate per second
(FPS) for rendering speed. See Supp. Mat for more details.

4.2. Baselines
We choose two state-of-the-art methods as baselines for
comparison, i.e. R4D [9] and IntrinsicAvatar (IA) [67]. No-
tice that IntrinsicAvatar [67] is the most recent physically
based inverse rendering method for human avatars with
publicly available training code. RelightableAvatar [70] and
RANA [23] do not fully release their training guidance at
present. Thus, we do not take them as our baselines.

4.3. Relighting Comparisons

Method FPS Relighting
PSNR ↑ SSIM ↑ LPIPS ↓

R4D [9] 0.25 16.62 0.8370 0.1726
IA [67] 0.18 18.18 0.8722 0.1279

Ours-D 33 18.93 0.8768 0.1275
Ours-F 67 19.04 0.8772 0.1307

Table 1. Quantitative Relighting Results on RANA. Our model
achieves comparable or even superior results (on PSNR and SSIM)
with teacher model IA [67], while being hundreds of times faster.

In the pipeline introduced in Sec. 3, we have used for-
ward shading (denoted as Ours-F), where we first compute

6



Rendering
G
T

O
ur
s

IA
Albedo Geometry Relighting Rendering Albedo Geometry Relighting

R
4D

Figure 3. Qualitative Relighting and Decomposition Comparison on RANA. Red bounding boxes: the noisy shading results caused by
the artifacts of geometry. Orange bounding boxes: incorrect shading results caused by the wrongly estimated materials/visibility.

shading color via Equ. (8) and then rasterize it via Equ. (13).
In this section, we also explore an alternative using deferred
shading (denoted as Ours-D), where we first rasterize the
albedo, occlusion, roughness, and metallic map in screen
space, and then perform the shading in screen space.

As shown in Tab. 1, we compare our method with our
teacher model and R4D. We achieve around 300x faster
rendering speed compared to NeRF-based methods. In the
meantime, we obtain comparable relighting results or even
surpass our teacher model on SSIM and PSNR. We also
note that the deferred shading version of our method (Ours-
D) achieves better LPIPS, at the cost of significantly slower
rendering speed, dropping from 67 FPS to 33 FPS. This
is because the overhead of deferred shading is dominated
by the number of pixels in the image, while the overhead
of forward shading is mainly determined by the number of
Gaussian primitives, which is much fewer than the number
of pixels. We use forward shading as our default method in
the following experiments.

Qualitative results are shown in Fig. 3. R4D fails to pro-
duce reasonable results due to its inability to generalize to
novel poses. IA tends to produce high-frequency noise in
certain areas (Red bounding boxes) due to the utilization
of iNGP. Moreover, the volumetric scattering-based teacher
model may sample secondary rays inside the surface com-
pared to a surface-based student model, leading to a darker

shadowing effect. Also, the limited sample counts of IA
may result in noisy or wrongly estimated materials. The
orange bounding boxes in Fig. 3 confirm that.

In addition, we show the results on the real-world dataset
in Fig. 4. Similarly, IA suffers from noises caused by iNGP
and Monte Carlo estimation, leading to blurry and noisy fa-
cial relighting results. On the contrary, our model produces
smoother geometry, thanks to 2DGS, while the split-sum-
based appearance model does not suffer from noises that
are common in Monte Carlo estimation.

4.4. Intrinsic Properties Comparisons

Method Normal ↓ Albedo
PSNR ↑ SSIM ↑ LPIPS ↓

R4D [9] 27.38 ◦ 18.23 0.8254 0.2043
IA [67] 9.96 ◦ 22.83 0.8816 0.1617

Ours 9.58 ◦ 22.65 0.8701 0.1561

Table 2. Quantitative Decomposition Results on RANA. Our
model surpasses the teacher in terms of normal accuracy and
achieves comparable results in albedo estimation.

We also compare with R4D and IntrinsicAvatar for the
task of intrinsic property decomposition on the RANA
dataset. As shown in the Tab. 2, our method outperforms
our teacher model in terms of normal consistency. This
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Figure 4. Qualitative Relighting and Decomposition comparison on PeopleSnapshot. IA produces noisy face relighting due to geo-
metric artifacts and noisy Monte Carlo sampling, whereas our model delivers high-quality relighting results with sharp boundaries.

GT w/o distillation Ours
Figure 5. Ablation study for distillation. Our model produces
fine-grained geometry with the help of our proposed knowledge
distillation strategy, leading to high-quality relighting results.

disparity becomes more visible in qualitative comparisons
shown in Fig. 3: IA tends to have texture details baked into
geometry, whereas our model successfully keeps meaning-
ful wrinkles while discarding high-frequency noise during
distillation, thanks to the smoothness prior from 2DGS. For
albedo estimation, our student model achieves comparable
accuracy to that of the teacher model. Although increas-
ing the albedo distillation loss enables the student model
to closely match the teacher’s albedo, this exact replication
proves to be suboptimal for relighting under our approxi-
mated PBR pipeline for the student. Instead, our objective
prioritizes improved relighting performance over precise in-
trinsic decomposition.

4.5. Ablation Study
We ablate several of our design choices. We use subject 01
from the RANA dataset for this ablation study.
Knowledge distillation: As depicted in Tab. 3, knowl-
edge distillation serves as an efficient regularization term
that drastically improves the relighting quality. This is also
confirmed by qualitative results in Fig. 5, where only op-
timizing the explicit representation itself can not produce
satisfying geometry and easily gets stuck into local optima,

AO GT w/o part-wise occ. Ours
Figure 6. Ablation study for part-wise occlusion probe. Our
part-wise occlusion probe successfully models the shadow effects
between different body parts, resulting in similar relighting results
with ground truth images.

Method Relighting
PSNR ↑ SSIM ↑ LPIPS ↓

w/o distillation 18.99 0.8739 0.1488
w/o distillation avatar 19.47 0.8878 0.1332
w/o part-wise occ. 19.43 0.8854 0.1344

Ours 19.48 0.8884 0.1315

Table 3. Quantitative Ablation Studies on RANA. All compo-
nents effectively contribute to the final relighting quality.

leading to noisy relighting results. Moreover, as shown in
the second row of Tab. 3, the additional distillation avatar
rendered from sampled poses successfully distills the induc-
tive bias from the implicit teacher model to the explicit one,
making student model generalize well to out-of-distribution
novel poses. This is also confirmed by Fig. 7 in Supp. Mat.
Part-wise occlusion probes: The relighting quality de-
creases if we turn off our part-wise occlusion probes, as
quantitatively indicated by the second row of Tab. 3. The or-
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ange bounding boxes in Fig. 6 serve as visual evidence for
the necessity of the proposed part-wise occlusion probes.
The part-wise occlusion probes capture shadows on the
forearm and between the upper and lower parts of the leg,
resulting in relighting results that are more consistent with
ground truth images.

5. Conclusion
In this paper, we present DNF-Avatar, which reconstructs
relightable human avatars that support real-time rendering
from monocular videos. We represent humans as 2DGS
and adopt an approximated PBR to compute shading color.
We show that novel part-wise ambient occlusion probes are
curical to achieving realistic shadows with real-time perfor-
mance. We also demonstrated that it is necessary to distill
and regularize our model with a ray-tracing-based teacher
model to achieve high-quality results. Overall, our model
achieves comparable results with our teacher model while
being hundreds of times faster at inference, achieving a
67 FPS rendering speed under unseen environment lighting
and unseen poses.
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Zollhöfer, Yaser Sheikh, Ziwei Liu, and Shunsuke Saito.
URhand: Universal relightable hands. In CVPR, 2024. 1,
3

[11] Alvaro Collet, Ming Chuang, Pat Sweeney, Don Gillett, Den-
nis Evseev, David Calabrese, Hugues Hoppe, Adam Kirk,
and Steve Sullivan. High-quality streamable free-viewpoint
video. ACM Trans. on Graphics, 34(4):69:1–69:13, 2015. 1

[12] Xing Dai, Zeren Jiang, Zhao Wu, Yiping Bao, Zhicheng
Wang, Si Liu, and Erjin Zhou. General instance distillation
for object detection. In CVPR, 2021. 2

[13] Paul Debevec, Tim Hawkins, Chris Tchou, Haarm-Pieter
Duiker, and Westley Sarokin. Acquiring the Reflectance
Field of a Human Face. In Proc. of SIGGRAPH, 2000. 1,
3

[14] Mingsong Dou, Sameh Khamis, Yury Degtyarev, Philip
Davidson, Sean Fanello, Adarsh Kowdle, Sergio Orts Es-
colano, Christoph Rhemann, David Kim, Jonathan Taylor,
Pushmeet Kohli, Vladimir Tankovich, and Shahram Izadi.
Fusion4d: Real-time performance capture of challenging
scenes. In ACM Trans. on Graphics, 2016. 1

[15] Jian Gao, Chun Gu, Youtian Lin, Hao Zhu, Xun Cao, Li
Zhang, and Yao Yao. Relightable 3d gaussian: Real-time
point cloud relighting with brdf decomposition and ray trac-
ing. arXiv.org, 2023. 3, 6, 12

[16] Yuxian Gu, Li Dong, Furu Wei, and Minlie Huang.
MiniLLM: Knowledge distillation of large language models.
In ICLR, 2024. 2

[17] Chen Guo, Tianjian Jiang, Xu Chen, Jie Song, and Otmar
Hilliges. Vid2avatar: 3d avatar reconstruction from videos in
the wild via self-supervised scene decomposition. In CVPR,
2023. 13

[18] Kaiwen Guo, Peter Lincoln, Philip L. Davidson, Jay Busch,
Xueming Yu, Matt Whalen, Geoff Harvey, Sergio Orts-
Escolano, Rohit Pandey, Jason Dourgarian, Danhang Tang,
Anastasia Tkach, Adarsh Kowdle, Emily Cooper, Mingsong
Dou, Sean Ryan Fanello, Graham Fyffe, Christoph Rhe-
mann, Jonathan Taylor, Paul E. Debevec, and Shahram Izadi.
The relightables: volumetric performance capture of humans
with realistic relighting. ACM Trans. on Graphics, 38(6):
217:1–217:19, 2019. 1, 3

[19] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the
knowledge in a neural network. arXiv.org, 2015. 2

[20] Shoukang Hu and Ziwei Liu. Gauhuman: Articulated gaus-
sian splatting from monocular human videos. In CVPR,
2024. 2

[21] Binbin Huang, Zehao Yu, Anpei Chen, Andreas Geiger, and
Shenghua Gao. 2d gaussian splatting for geometrically accu-
rate radiance fields. In SIGGRAPH 2024 Conference Papers.
Association for Computing Machinery, 2024. 2, 3, 4, 12
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DNF-Avatar: Distilling Neural Fields for Real-time Animatable Avatar
Relighting

Supplementary Material

In this supplementary document, we provide additional
materials to supplement our main submission. In the sup-
plementary video, we show more relighting results using
our method. The code will be made publicly available for
research purposes.

6. Implementation Details
6.1. Final Objectives
In addition to the losses introduced in our manuscript, we
also adapt the following loss during distillation. The final
loss is a linear combination of the losses with the corre-
sponding weights.
Material Smoothness Loss. We regularize the intrinsic
properties {r,m,a} via a bilateral smoothness term[15],
which prevents the material properties from changing dras-
tically in areas with smooth colors:

Lsmooth = ∥∇Is (R, ∗) ∥ exp
(
−
∥∥∥∇Igtrgb

∥∥∥) , (22)

where Is (R, ∗) are rasterized material maps. ∗ denotes
{r,m,a}. Igtrgb represents ground truth images.
Anisotropy Regularization Loss. We adopt the loss from
[68] for 2DGS:

Laniso =
1

N

N∑
i=1

max {max (ssi ) /min (ssi ) , r} − r, (23)

where ssi is the scaling of 2DGS. This loss constrains the
ratio between the length of two axes of 2DGS that to not
exceed predefined value r. We set r = 3 to prevent the
Gaussian primitives from becoming threadlike, which alle-
viates the geometric artifacts under novel poses.
Normal Orientation Loss. Ideally, normals of visible 2D
Gaussian primitives should always face toward the camera.
To enforce this, we employ the normal orientation loss [63]:

Lorient =
1

|R|
∑
r∈R

∥max (−ωo,r · Is(r,ns
o), 0)∥1 , (24)

where ωo,r denotes the outgoing light direction (surface to
camera) for ray r. Is(r,ns

o) denotes the rasterized world-
space normal for ray r.
Environment Map Distillation Loss. In addition to the
distillation loss between the two avatar representations, we
also regularize the environment map of our student model
with the one of our teacher model:

Lenv
distill =

1

|S2|
∑
ω∈S2

∥∥Lt
e(ω)− Ls

e(ω)
∥∥
2
, (25)

where Lt
e denotes a spherical-gaussian-based environment

map from our teacher model, and Ls
e represents a cubemap-

based environment map from our student model. S2 is all
possible lighting directions.
Depth Distortion and Normal Consistency. Following
2DGS[21], we apply the depth distortion loss and normal
consistency loss to concentrate the weight distribution along
the rays and make the 2D splats locally align with the actual
surfaces:

Ldist =
1

|R|
∑
r∈R

N∑
i,j

wi(r)wj(r) ∥zi(r)− zj(r)∥1 , (26)

Lnc =
1

|R|
∑
r∈R

N∑
i

wi(r)(1− n⊺
i N(r)), (27)

where wi(r) = oiĜi(u(r))
∏i−1

j=1

(
1− oj Ĝj(u(r))

)
is the

blending weight for ith 2D splat along the ray r, and zi is
the depth of the intersection point. N is the normal derived
from the depth map.

6.2. Training Details

The teacher model is trained first and then frozen during
distillation. We apply the marching cube algorithm to ex-
tract the mesh from the implicit teacher model and initialize
the 2DGS with a sampled subset from the vertexes of the
mesh. Similar to [75], during distillation, we periodically
densify and prune the 2DGS with the initial sampled vertex
to regularize the density of the 2DGS. Following IA [67],
we employ a two-stage training strategy during distillation.
We train a total of 30k iterations with distillation loss ap-
plied. We apply a color MLP [53] to estimate the radiance
in the first 20k iterations, while we employ both color MLP
and PBR rendering loss for the rest of the iterations. Note
that the color MLP is only used during training, which helps
regularize the geometry of the Gaussians. As for the pre-
computation of occlusion probes, we separate the human
avatar into 9 parts based on the skinning weights, and pre-
compute the part-wise occlusion probes after the first 20k
iterations.

During rendering, we adopt the standard gamma correc-
tion to the rendered image from linear RGB space to sRGB
space and then clip it to [0, 1]. To stay consistent with
R4D [9] and IA [67], we calibrate our albedo prediction
to the range [0.03, 0.8], which prevents the model from pre-
dicting zero albedo for near-black clothes.
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7. Additional Experimental Results

7.1. Metrics
For synthetic datasets, we assess several metrics:

Relighting PSNR/SSIM/LPIPS: We evaluate standard
image quality metrics for images rendered under novel
poses and illumination conditions.

FPS: We report the rendering frame rate per second for
the 540× 540 resolution images on a single NVIDIA RTX
4090 GPU.

Normal Error: This metric measures the error (in
degrees) between the predicted normal images and the
ground-truth normal images.

Albedo PSNR/SSIM/LPIPS: We use standard image
quality metrics to evaluate albedos rendered from training
views. Since there is inherent ambiguity between the es-
timated albedo and light intensity, we align the predicted
albedo with the ground truth, following [78].

For real-world datasets, i.e. PeopleSnapshot, we provide
qualitative results, showcasing novel views and pose syn-
thesis under new lighting conditions.

7.2. Additional Qualitative Results
We show additional qualitative relighting results on the Peo-
pleSnapshot dataset in Fig. 8. All of the subjects are ren-
dered under novel poses and novel illuminations.

7.3. Additional Quantitative Results
The per-subject and average metrics of R4D, IA, Ours-D,
and Ours-F are reported in Tab. 6. Note that the only differ-
ence between Ours-D and Ours-F is in the inference stage,
so they share the same intrinsic properties.

7.4. Additional Ablation Study for Distillation
As shown in Tab. 4, we ablate the proposed distillation ob-
jectives on subject 01 of the RANA dataset. dist., i-dist., and
p-dist. represent distillation, image-based distillation, and
point-based distillation, respectively. When distillation is
disabled, 2DGS itself cannot produce satisfying geometry,
leading to poor relighting results. While image-based distil-
lation successfully distills the knowledge from the training
view, point-based distillation further improves the perfor-
mance by distilling knowledge in both visible and occluded
areas. We also note that the bias from the implicit teach
model (smooth interpolation of density and color in regions
not seen during training) helps reducing artifacts in our stu-
dent model. We compare our model with a pure explicit
3DGS-based avatar model [53] and show that such explicit
representation struggles to generalize to out-of-distribution
joint angles, while our model achieves reasonable results,
thanks to the smoothness bias distilled from the teacher
model (Fig. 7).

Method Normal ↓ Relighting
PSNR ↑ SSIM ↑ LPIPS ↓

R4D [9] 33.61 ◦ 18.22 0.8425 0.1612
IA [67] 12.05 ◦ 18.48 0.8859 0.1219

w/o dist. 16.49 ◦ 18.99 0.8739 0.1488
w/o i-dist. 14.55 ◦ 19.30 0.8889 0.1392
w/o p-dist. 11.56 ◦ 19.42 0.8835 0.1374
w/o dist. avatar 11.50 ◦ 19.47 0.8878 0.1332
Ours 11.41 ◦ 19.48 0.8884 0.1315

Table 4. Quantitative Ablation Studies on RANA. Both objec-
tives for distillation effectively contribute to the final relighting
quality.

7.5. Rendering Speed

Method LBS Occ. Shading Rast. Total

Ours-D 3.3ms 7.7ms 12.1ms 6.9ms 30.0ms
Ours-F 3.3ms 7.7ms 0.9ms 2.9ms 14.8ms

Table 5. Time cost for each part of our model.
As shown in Tab. 5, we test the performance for each

component of our PBR pipeline. The test is done with a
540 × 540 resolution using around 70000 Gaussian primi-
tives. The deferred shading version is bounded by the shad-
ing time, which scales linearly with the number of pixels.
In comparison, for forward shading, the shading module it-
self is very fast, while querying part-wise occlusion probes
becomes the bottleneck of performance. The bottleneck of
part-wise occlusion probes is governed by the number of
Gaussian primitives. In addition, we assume the environ-
ment map remains unchanged for a single animation se-
quence so that the precomputation time (around 10ms per
environment map) for the Equ. (10) and Equ. (11) is ig-
nored. However, our forward shading pipeline can still
achieve around 40 FPS, even if we take this precomputa-
tion into account.

8. Limitations and Societal Impact Discussion
The final quality of our approach largely depends on the
stability of the teacher model. Currently, the teacher
model [67] requires accurate body pose estimation and fore-
ground segmentation, which may not be the case for in-the-
wild captures. Combining existing state-of-the-art in-the-
wild avatar models [17, 27, 39] with our efficient relightable
model is an interesting direction for future work.

Furthermore, the ambient occlusion assumption in our
method may not hold in the presence of strong point lights.
In such cases, the shading model may not be able to capture
the correct shadowing effects. Also, similar to other state-
of-the-art models [38, 67, 70], our model can only handle
direct illumination at inference time. Modeling global illu-
mination effects while still achieving real-time performance
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Ours 3DGS-Avatar

Figure 7. Implicit bias helps pose generalization. Under limited
training pose variation, the bias imposed by our implicit teacher
model helps our student model to achieve reasonable rendering on
out-of-distribution poses (left). In comparison, the state-of-the-art
3DGS-based avatar model [53] tends to fail on out-of-distribution
poses, especially around joints (right).

is an active area of research in both computer graphics and
computer vision.

Regarding the societal impact, our work can be used to
create realistic avatars for virtual reality, gaming, and so-
cial media. However, it is important to consider the ethical
implications of using such technology. For example, our
method can be used to create deepfakes, which can be used
to spread misinformation. It is important to develop meth-
ods to detect deepfakes and educate the public about the
existence of such technology.
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“Woods”“Music Hall”“City” “Cambridge”

Figure 8. Qualitative Relighting on PeopleSnapshot Dataset.
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Subject Method Albedo Normal Relighting (Novel Pose)

PSNR ↑ SSIM ↑ LPIPS ↓ Error ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Subject 01

R4D 20.04 0.8525 0.2079 33.61 ◦ 18.22 0.8425 0.1612
IA 24.11 0.8679 0.1827 12.05 ◦ 18.48 0.8859 0.1219

Ours-D 23.90 0.8580 0.1834 11.41
◦ 19.42 0.8905 0.1252

Ours-F 19.48 0.8884 0.1315

Subject 02

R4D 12.13 0.7690 0.2599 28.34 ◦ 14.38 0.8128 0.1787
IA 20.94 0.8892 0.1854 9.29 ◦ 19.08 0.8812 0.1323

Ours-D 20.76 0.8773 0.1675 9.04
◦ 19.86 0.8875 0.1285

Ours-F 20.03 0.8891 0.1297

Subject 05

R4D 19.74 0.8151 0.2488 26.14 ◦ 17.72 0.8469 0.1780
IA 22.24 0.8591 0.2071 9.52 ◦ 17.47 0.8769 0.1453

Ours-D 22.26 0.8527 0.1798 9.07
◦ 18.89 0.8876 0.1377

Ours-F 18.97 0.8873 0.1411

Subject 06

R4D 21.57 0.7992 0.2177 25.83 ◦ 17.54 0.8866 0.1636
IA 22.94 0.8233 0.1928 8.89 ◦ 18.14 0.8932 0.1271

Ours-D 22.91 0.8163 0.1752 9.03
◦ 18.67 0.8960 0.1289

Ours-F 18.72 0.8953 0.1341

Subject 33

R4D 18.35 0.8426 0.1887 25.24 ◦ 16.78 0.8173 0.1859
IA 21.67 0.8703 0.1351 9.52 ◦ 18.03 0.8426 0.1366

Ours-D 21.18 0.8450 0.1544 8.92
◦ 19.13 0.8546 0.1331

Ours-F 19.23 0.8557 0.1332

Subject 36

R4D 23.80 0.9100 0.1611 24.76 ◦ 17.05 0.8574 0.1707
IA 24.88 0.8900 0.1324 9.22 ◦ 17.46 0.8726 0.1284

Ours-D 24.43 0.8785 0.1384 9.27
◦ 18.18 0.8764 0.1293

Ours-F 18.26 0.8773 0.1389

Subject 46

R4D 18.13 0.8777 0.1238 33.27 ◦ 16.30 0.8338 0.1649
IA 22.47 0.9391 0.0725 10.69 ◦ 17.08 0.8406 0.1000

Ours-D 22.36 0.9298 0.0793 10.25
◦ 17.47 0.8415 0.1039

Ours-F 17.62 0.8426 0.1041

Subject 48

R4D 12.10 0.7370 0.2264 21.84 ◦ 14.98 0.7985 0.1776
IA 23.36 0.9137 0.1857 10.49 ◦ 19.70 0.8849 0.1313

Ours-D 23.39 0.9034 0.1707 9.62
◦ 19.82 0.8808 0.1329

Ours-F 19.97 0.8816 0.1328

Average

R4D* 18.23 0.8254 0.2043 27.38 ◦ 16.62 0.8370 0.1726
IA 22.83 0.8816 0.1617 9.96 ◦ 18.18 0.8722 0.1279

Ours-D 22.65 0.8701 0.1561 9.58
◦ 18.93 0.8769 0.1275

Ours-F 19.04 0.8772 0.1307

Table 6. Per-Subject Metrics on the RANA dataset.
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